
 
 

REGOLAMENTO PER L'USO ETICO E RESPONSABILE DELL'INTELLIGENZA 
ARTIFICIALE (IA) 

Istituto di Istruzione Superiore "N. Tartaglia - M. Olivieri" 

TITOLO I: Principi, Finalità e Responsabilità 

Art. 1 Principi Fondamentali e Finalità 

Il presente Regolamento disciplina l'uso dei sistemi di Intelligenza Artificiale (IA) da parte di 
tutto il personale e degli studenti dell'Istituto. L'IA è considerata uno strumento ausiliario per 
l'innovazione didattica, l'inclusione e l'efficienza organizzativa, in linea con il PTOF e con i 
principi di equità, trasparenza e non discriminazione stabiliti nelle Linee Guida MIM 
(09.08.2025). È categoricamente vietato l'uso dell'IA per assumere decisioni esclusive che 
incidano sui diritti fondamentali degli studenti o per sostituire l'attività didattica del docente. 

Art. 2 Responsabilità Umana e Verifica 

Il docente mantiene la piena e finale responsabilità educativa e scientifica per qualsiasi 
contenuto, valutazione o suggerimento generato o elaborato con l'ausilio di sistemi di IA. È 
obbligatorio verificare, incrociare e validare le informazioni fornite dall'IA per mitigarne i rischi 
di hallucination (informazioni errate) e di bias (distorsioni sistematiche). 

Art. 3 Onestà Accademica degli Studenti 

L'uso dell'IA da parte degli studenti è consentito esclusivamente sotto esplicita guida e 
autorizzazione del docente e a fini didattici dichiarati. L'utilizzo di strumenti di IA per la 
generazione di compiti, elaborati o progetti senza la dovuta citazione o autorizzazione è 
considerato una violazione grave del principio di onestà accademica e sarà trattato secondo le 
disposizioni del Regolamento d'Istituto in materia disciplinare e di plagio. 

 

TITOLO II: Governance, Formazione e Monitoraggio 

Art. 4 Governance e Ruoli Chiave 

La supervisione tecnica, etica e didattica sull'uso dell'IA è delegata ai seguenti ruoli, come 
definiti nel Funzionigramma: 

1.​ Dirigente Scolastico: Autorizza l'adozione di nuovi sistemi di IA e ne è il garante finale. 
2.​ Animatore Digitale e Team Digitale: Sono il fulcro della Governance. Gestiscono 

l'implementazione tecnologica, valutano la compatibilità dei sistemi IA con l'ambiente Google 
Workspace for Education e curano il repository per la raccolta di materiali e linee guida. 

3.​ Funzione Strumentale Valutazione e Autovalutazione: in collaborazione con il NIV, 
monitora le ricadute didattiche dell'IA sugli esiti di apprendimento. 

 

 



 
 

 

Art. 5 Formazione Obbligatoria 

La scuola garantisce la formazione continua su opportunità e rischi dell'IA per tutto il 
personale, coordinata dall'Animatore Digitale. La formazione è mirata a: 

●​ Comprendere i rischi etici (es. bias, discriminazione). 
●​ Applicare le linee guida per la sicurezza dei dati. 
●​ Utilizzare l'IA per l'inclusione e l'orientamento (Docente Orientatore/Tutor). 

 

TITOLO III: Protezione dei Dati e Google Workspace 

Art. 6 Sicurezza del Dato e Google Workspace 

L'Istituto utilizza la piattaforma Google Workspace for Education come ambiente operativo 
primario. In virtù del Contratto in essere, la scuola si affida alle garanzie di sicurezza e 
protezione dei dati fornite da Google per il trattamento dei dati degli studenti e del personale. 

1.​ Priorità Strumenti Google Workspace: L'A.D. e il Team Digitale promuovono l'utilizzo 
prioritario degli strumenti di IA nativamente integrati in Google Workspace o di quelli con 
certificazioni di sicurezza equivalenti, in quanto garantiscono la privacy by design e la 
minimizzazione del rischio. 

2.​ Uso di Strumenti Esterni: L'utilizzo di sistemi di IA esterni alla piattaforma Google 
Workspace è soggetto a previa autorizzazione del Dirigente Scolastico e a una Valutazione di 
Impatto sulla Protezione dei Dati (DPIA), garantendo che i fornitori rispettino il GDPR e 
non utilizzino i dati a fini commerciali. 

Art. 7 Minimizzazione del Dato 

Il personale è obbligato ad applicare il principio di minimizzazione dei dati: 

●​ Non devono essere inseriti nei prompt di sistemi di IA dati sensibili o dati personali identificativi 
(nome, cognome, codice fiscale) degli studenti o del personale, a meno che il sistema non sia 
esplicitamente autorizzato e certificato per tale trattamento. 

●​ I chatbot e gli strumenti IA devono essere utilizzati per elaborare dati didattici (es. testi 
anonimi, performance) e non dati anagrafici. 
 

TITOLO IV: Protocolli per l'Uso Didattico 

Art. 8 IA per la Didattica e l'Inclusione 

L'uso dell'IA è incoraggiato per: 

●​ Creazione di Materiali: Generazione di quiz, esercizi di ripasso e piani di lezione 
personalizzati. 

●​ Inclusione: Creazione di materiali differenziati per gli alunni con BES o DSA, in coordinamento 
con la FF.SS. Inclusione, garantendo la coerenza con il PAI. 

 



 
 

 

Art. 9 Utilizzo nelle Aree Organizzative (ATA) 

L'IA può essere utilizzata dal personale ATA per aumentare l'efficienza nella gestione 
documentale o per l'elaborazione di dati non sensibili, sempre sotto la supervisione del DSGA e 
del Team Digitale, per garantire la sicurezza informatica e l'accuratezza. 

Art. 10 Sanzioni Disciplinari e Violazioni 

L'uso non autorizzato, irresponsabile o fraudolento degli strumenti di IA (inclusi plagio o 
violazione della privacy) costituisce un illecito disciplinare e sarà sanzionato secondo quanto 
previsto dallo Statuto delle Studentesse e degli Studenti e dal Contratto Collettivo Nazionale di 
Lavoro (CCNL) per il personale. 

 

Delibera del Consiglio di Istituto del 18/12/2025


